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A B S T R A C T

After showing that it can be parametrized as the elementary coordination game of evolutionary
game theory, this paper analyzes the Blume–Capel model using the tensor renormalization
group method introduced by Michael Levin and Cody P. Nave. The results obtained along
the cross sections defined by the coordination game parametrization expand and corroborate
earlier findings regarding the location, order, and critical properties of the order–disorder phase
transitions in both the zero-field and non-zero-field versions of the Blume–Capel model.

1. Introduction

The Blume–Capel model was originally introduced to discuss the possibility of first-order magnetic phase transitions arising
as a consequence of the zero-field splitting of triplet levels of magnetic ions [1–4]. The model consists of Ising spins subject to
bilinear exchange interactions and an external magnetic field and vacancies whose density is controlled by the level splitting [5].
The corresponding Hamiltonian reads

𝐻 = −𝐽
∑

⟨𝑖,𝑗⟩
𝜎𝑖𝜎𝑗 + 𝛥

∑

𝑖
𝜎2𝑖 − ℎ

∑

𝑖
𝜎𝑖, (1)

where the summation runs over all interacting site pairs ⟨𝑖, 𝑗⟩, 𝐽 is the exchange parameter defining the interaction between Ising
spin states 𝜎𝑖 = ±1, ℎ is the external magnetic field, 𝜎𝑖 = 0 represents a vacancy at site 𝑖, and 𝛥 is the crystal-field coupling. In the
following, we consider the ferromagnetic, 𝐽 > 0 version of this model on a two-dimensional square lattice with nearest-neighbor
interactions.

The Blume–Capel model has been extensively studied using a variety of different methods including, as listed with further
references in Refs. [5] and [6], mean-field approximation, Monte Carlo simulations and Monte Carlo renormalization group analysis,
epsilon expansions, high- and low-temperature series expansions, and phenomenological finite-size scaling.

In the zero-magnetic-field case, the system is in a ferromagnetic ordered phase dominated by aligned +1 or −1 spins at low
temperatures and low crystal fields. Increasing the temperature disorders and increasing the crystal field dilutes this arrangement,
which both can eventually drive the system into its paramagnetic phase, albeit through different kinds of transitions. Phase
transitions at higher temperatures and lower crystal fields are continuous and expected to belong to the Ising universality class,
whereas phase transitions occurring at lower temperatures and higher crystal fields are discontinuous, first-order transitions; these
two phase boundaries meet in a tricritical point [5]. The phase diagram is shown in Fig. 1.

The presence of an external magnetic field explicitly breaks the symmetry of the two Ising spin states and alters the behavior of
the system: The continuous phase transitions are smoothed out. The first-order transitions, on the other hand, are only shifted in
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Fig. 1. Heat map of the magnetization along elementary coordination game cross sections of the Blume–Capel model according to TRG results obtained for
𝜒cut = 14 and 𝑅 = 22 iterations. From left to right 𝑛 = 6, ℎ′′ = 0.57, 0.54,… , 0.30; 𝑛 = 4, ℎ′′ = 0; 𝑛 = 100, ℎ′′ = 1.1841; 𝑛 = 10, ℎ′′ = 0.3698; 𝑛 = 5, ℎ′′ = 0.051;
= 5, 6,… , 10, 15, 20, 25, 26,… , 30, 50, ℎ′′ = 0; 𝑛 = 6, ℎ′′ = −0.35; 𝑛 = 500, 5000, 50000, 500000, ℎ′′ = 0; and 𝑛 = 6, ℎ′′ = −0.50,−0.55,−0.60. The solid and dash-dotted

ines indicate the continuous and first-order phase transition boundaries (separated by a tricritical point at the black dot) of the zero-field Blume–Capel model.
he data used to draw the phase boundary were taken from Ref. [5], which compiles data from Refs. [5,7–10].

ocation to a higher transition temperature while remaining of the first-order as long as the external magnetic field is not too strong;
hey become continuous at a (crystal-field-dependent) critical magnetic field strength; and the system exhibits no phase transitions
or larger magnetic fields [11,12].

The Blume–Capel model is paradigmatic not only in condensed matter physics but also in game theory. To better understand
hy this is the case, we should take a step back and first look at the connection between evolutionary game theory and the classical

pin models of statistical physics.

. The equivalence of the Blume–Capel model and the elementary coordination game

In game theory [13], pair interactions where players have a finite set of strategies to independently choose from are typically
efined through so-called payoff matrices, which simply tabulate the possible outcomes. When the players are identical in the sense
hat they have the same strategy set and they trade payoffs when they trade strategy choices, the game is called symmetric and
t can be defined by a single square matrix. On the analogy of vectors, any matrix can also be considered as a linear combination
f a set of basis matrices [14]. It turns out that there exists a basis which consists of just four fundamentally different kinds of
lementary matrices that each describe archetypal game situations: self- and cross-dependent games, where a player’s payoff is
etermined solely by their own or their opponent’s strategy choice; coordination games, which reward players choosing the same
trategy; and rock–paper–scissors-like cyclic dominance games. With the help of this decomposition, one can readily identify matrix
ames with an important property: Those, and only those, symmetric matrix games are potential games (i.e., games in which the
ncentives of all players to unilaterally change their strategy can be expressed using a single function) that have a vanishing cyclic
omponent [14].

Consider the following, rather general, repeated game [13,14]: Multiple players located at the sites of a lattice (or the nodes of
network) simultaneously play the same matrix game defined by the 𝑛× 𝑛 payoff matrix 𝐆 against all of their neighbors again and

gain, each having one chosen strategy at any given time they use in all of their interactions. After each round, one of the players is
andomly chosen, and allowed to change their strategy according to some prescribed rule. When the pair interactions are potential
ames, the logit strategy update rule — which picks strategy 𝑠′𝑥 with probability

𝑤(𝑠𝑥 → 𝑠′𝑥) =
e𝑢𝑥(𝑠′𝑥 ,𝑠−𝑥)∕𝑇

∑

𝑠′′𝑥
e𝑢𝑥(𝑠′′𝑥 ,𝑠−𝑥)∕𝑇

, (2)

here 𝑢𝑥(𝑠𝑥, 𝑠−𝑥) =
∑

𝛿 𝐺𝑠𝑥 ,𝑠𝑥+𝛿 is the total payoff of player 𝑥 playing strategy 𝑠𝑥 in the previous round against their opponents
playing strategy profile 𝑠−𝑥) located at neighboring sites 𝑥+𝛿 and 𝑇 is the so-called noise parameter — satisfies detailed balance with
he Boltzmann distribution defined by the potential of the multiplayer game. Consequently, such a many-player iterated potential
ame is equivalent to the Markov chain Monte Carlo simulation of a classical spin model. The players and their strategies correspond
o spins and spin states, the negative of the game’s potential plays the role of the Hamiltonian (since players strive to maximize and
2

ot minimize their payoffs), and the logit rule and the noise parameter are analogous to Glauber dynamics and temperature.
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The simplest non-trivial, truly interactive potential matrix game, in terms of the decomposition scheme outlined above, is the
lementary coordination game [15]. In general, it consists of 𝑛 strategies, of which 2 are coordinated and 𝑛 − 2 are neutral (or
nvisible in the parlance of a similar family of extended Potts models reviewed in Ref. [16]). The players both receive or lose 1
nit of payoff if they play matching or opposing coordinated strategies, respectively. Otherwise, if either player chooses one of the
eutral strategies, neither receives any payoff. (For 𝑛 = 2, there are no neutral strategies, and the 2 × 2 elementary coordination
ame is the only non-trivial symmetric elementary matrix game. Its combinations with the 2 × 2 self-and cross-dependent games

generate all two-strategy symmetric games, which all admit a potential. As a result, all four classes of 2 × 2 games – prisoner’s
dilemma, chicken or snowdrift, stag hunt, and trivial or harmony games – can be formulated as Ising models. This correspondence
has proven extremely fruitful in the interdisciplinary study of a wide range of phenomena. For more information on 2 × 2 games,
see, for example, Refs. [14,17–19].) Without any loss of generality, let us assume henceforth that the first two strategies are the
coordinated ones. This general elementary coordination game’s payoff matrix is

𝐆(co) =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

−1 1 0 ⋯ 0
1 −1 0 ⋯ 0
0 0 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

. (3)

s this payoff matrix provides no incentives for the spontaneous breaking of their symmetry, we can surmise that the neutral
trategies will always be present in equal proportion and distributed uncorrelatedly in the system. This assumption is borne out by
revious results obtained by mean-field approximation and Monte Carlo simulation [20].

Consequently, we might as well consider the neutral strategies indistinguishable and bundle or bunch them together into a single
trategy. Of course, we have to do this in a way that is consistent with the dynamics of tzhe model, keeping the transition rates
ictated by the logit update rule intact. For example, the probability �̃�(1̃ → 3̃) of switching from the first coordinated strategy to the
unching strategy 3̃ has to be equal to the total probability of switching to any of the neutral strategies in the original formulation
f the elementary coordination game ∑𝑛

𝑠′𝑥=3
𝑤(1 → 𝑠′𝑥). It is easy to check [20,21] that these consistency conditions are satisfied

f we add a temperature-dependent extra weight to the coordinated strategies in the form of a self-dependent, magnetic-field-like
ayoff component, as described by the payoff matrix

�̃�(co) =

⎛

⎜

⎜

⎜

⎝

1 − ln(𝑛−2)
𝑧 𝑇 −1 − ln(𝑛−2)

𝑧 𝑇 − ln(𝑛−2)
𝑧 𝑇

−1 − ln(𝑛−2)
𝑧 𝑇 1 − ln(𝑛−2)

𝑧 𝑇 − ln(𝑛−2)
𝑧 𝑇

0 0 0

⎞

⎟

⎟

⎟

⎠

, (4)

hich through its potential defines the multiplayer Hamiltonian

𝐻(𝑛) = −
∑

⟨𝑥,𝑦⟩
𝜎𝑥𝜎𝑦 +𝐾 ln(𝑛 − 2)

∑

𝑖
𝜎2𝑖 , (5)

here 𝜎 = −1, 0, 1 represent �̃� = 2̃, 3̃, 1̃, respectively. This is clearly the (ferromagnetic, zero-field) Blume–Capel model of Eq. (1) – or,
ore precisely, a one-dimensional cross section of it, as Fig. 1 illustrates. (The 𝑧 in the formula for 𝐆(co) denotes the coordination
umber of the underlying regular lattice; 𝑧 = 4 for the square lattice. The same bunching procedure can be carried out on irregular
attices or networks, too, but then it leads to an asymmetric self-dependent component and, consequently, a non-uniform crystal
ield.)

We can trivially extend the above bunching idea to a wider family of models if we consider the elementary coordination game
n the presence of an additional uniform self-dependent component of strength ℎ′′ that keeps the symmetry of both the coordinated
nd neutral strategies intact. The corresponding payoff matrix reads

𝐆(co+h′′) =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 + ℎ′′ −1 + ℎ′′ ℎ′′ ⋯ ℎ′′

−1 + ℎ′′ 1 + ℎ′′ ℎ′′ ⋯ ℎ′′

0 0 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

. (6)

t turns out that such an external field does not interfere with how the neutral strategies are bunched in any meaningful way, and
hus it simply shifts the crystal-field coupling of the bunched version of the model by ℎ′′ according to

𝛥(𝑛, ℎ′′) = 𝑇 ln (𝑛 − 2) − 𝑧ℎ′′. (7)

his equation still defines a line in the phase diagram of the Blume–Capel model, whose slope and intercept are determined by 𝑛
nd ℎ′′. (When applied to the 𝑞 = 2 Potts model with 𝑟 additional invisible states, the same bunching process leads to similar cross
ections of the Blume–Emery–Griffiths model [16,22].) Interestingly, ℎ′′ has more influence over the system’s behavior even though
he self-dependent component exhibits no phase transition when considered on its own [20]: Regardless of the 𝑛 number of strategies,
e can always find ℎ′′ self-dependent field strengths that define Blume–Capel models with one continuous phase transition or one

irst-order phase transition or no phase transition at all, but not vice versa.
Not only does this parametrization grant systematic access to analyzing the phase transitions of the Blume–Capel model in a

uch wider range of directions than usually considered (they have typically been studied along lines of constant 𝛥, varying only the
emperature, with some exceptions [5]), it is also of relevance for game theory, as it demonstrates how the interplay of elementary
3

ame components can have non-trivial consequences in even seemingly simple compound games.
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Fig. 2. Schematic drawing of the stages of the TRG method on a square lattice. The partition function of the original spin model in (a) is reformulated as the
tensor network in (b), then the tensors are split in two in a checkerboard pattern via SVD to get (c), which after coarse graining yields another square-lattice
tensor network (d). This allows successive iteration of the last two steps.

3. Methods

In this article, I aim to verify the above equivalence connection between the elementary coordination game and the Blume–Capel
model and get a more accurate picture of their behavior in a symmetry-breaking self-dependent/magnetic field, in the hope that these
results might also shed some light on the interplay between elementary games. To this end, I have studied the bunched elementary
coordination game using the tensor renormalization group method (TRG) introduced by Michael Levin and Cody P. Nave [23], a
method, which to my knowledge has so far only rarely been applied to the Blume–Capel model [24].

The TRG method, like a number of related methods used to study various quantum systems [25], exploits the tensor network
structure of a key quantity. Specifically, it evaluates the partition function of classical spin models by recognizing said structure and
systematically carrying out its contractions. Consider the lattice Hamiltonian

𝐻 =
∑

⟨𝑖,𝑗⟩
𝐽 (𝑖𝑗)
𝜎𝑖𝜎𝑗

(8)

defined by available spin states 𝜎𝑖 = 1...𝑛, coupling coefficient matrices 𝐽 (𝑖𝑗), and nearest neighbor connections ⟨𝑖, 𝑗⟩. On a square
lattice, the tensor network structure of the corresponding partition function can be made apparent by grouping the lattice sites into
four-site plaquettes ⟨𝑖, 𝑗, 𝑘, 𝑙⟩ each contributing its Boltzmann weight 𝐴𝑖𝑗𝑘𝑙 in the following way:

𝑍 =
∑

{𝜎}
e−𝐻∕𝑇 =

∑

{𝜎}

∏

⟨𝑖,𝑗⟩
e−𝐽

(𝑖𝑗)
𝜎𝑖𝜎𝑗 ∕𝑇 =

∑

{𝜎}

∏

⟨𝑖,𝑗,𝑘,𝑙⟩
e−

(

𝐽 (𝑖𝑗)
𝜎𝑖𝜎𝑗 +𝐽

(𝑗𝑘)
𝜎𝑗 𝜎𝑘+𝐽

(𝑘𝑙)
𝜎𝑘𝜎𝑙+𝐽

(𝑙𝑖)
𝜎𝑙𝜎𝑖

)

∕𝑇 =
∑

{𝜎}

∏

⟨𝑖,𝑗,𝑘,𝑙⟩
𝐴𝑖𝑗𝑘𝑙 (9)

The actual TRG approach of calculating this sum over all {𝜎} configurations consists of the successive iteration of a two-step
oarse-graining algebraic manipulation illustrated by Fig. 2: The first step expands the tensor network by splitting the 𝐴𝑖𝑗𝑘𝑙 tensors
n two via singular value decompositions (SVDs, 𝑢 and 𝑣 are unitary, 𝑠 is positive diagonal)

𝐴𝑖𝑗𝑘𝑙 =
𝑛2
∑

𝑖′=1
𝑢A𝑖𝑙𝑖′𝑠

A
𝑖′𝑖′𝑣

A
𝑖′𝑘𝑗 =

𝑛2
∑

𝑖′=1
𝑆1
𝑖𝑙𝑖′𝑆

3
𝑖′𝑘𝑗 (10)

𝐴𝑖𝑗𝑘𝑙 =
𝑛2
∑

𝑖′=1
𝑢B𝑖𝑗𝑖′𝑠

B
𝑖′𝑖′𝑣

B
𝑖′𝑘𝑙 =

𝑛2
∑

𝑖′=1
𝑆2
𝑖𝑗𝑖′𝑆

4
𝑖′𝑘𝑙 (11)

pplied in a checkerboard pattern. The second step then contracts the original index pairs, merging groups of four split tensors. The
esulting tensor network has the same square lattice structure but consists of half as many 𝐴′

𝑖′𝑗′𝑘′𝑙′ tensors as the one we started out
ith, ensuring that the successive iterations will eventually reduce any arbitrarily large initial network to a directly manageable

ize. Nonetheless, calculation of the partition function still remains practically intractable for large systems without an additional
nterstitial approximation, since otherwise the number of singular values in the decompositions, and thus the contraction index range
f the tensor network, increases exponentially with each consecutive iteration. In the original TRG algorithm proposed by Levin and
ave [23], this approximation consists of truncating the SVDs by including only the 𝜒cut largest singular values. Even though this

runcated SVD is the most accurate approximation of 𝐴 as a product of two tensors connected by an index of rank 𝜒cut [23,26], it
oes not properly account for short-range correlations, which raises some issues about the renormalization group flow analysis of its
4
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results [26–29]. Subsequent research has developed various refinements that overcome this shortcoming [26,28–32]. Nonetheless,
the simpler, original TRG algorithm applied with 𝜒cut = 14 and 𝑅 = 22 iterations proved accurate enough for the aims and scope of
the present study, as attested to by the results reported in the next section.

The actual algorithm used in this article differs in just two technical details from the one described above: (i) Instead of
computing extensive quantities such as energy or magnetization and quantities related to their moments (e.g., energy, specific
heat, susceptibility, Binder parameter, etc.) as direct numerical derivatives of the partition function, the algorithm calculates them
via numerical derivatives of the cumulant-generating functions of said quantities, each 𝑄 =

∑

𝑖 𝑄𝑖 of which can also be formulated
using tensor networks as

𝐾(𝑎) = ln
⟨

e𝑎𝑄
⟩

= ln

[

1
𝑍

∑

{𝜎}

∏

⟨𝑖,𝑗,𝑘,𝑙⟩
e𝑎(𝑄𝑖+𝑄𝑗+𝑄𝑘+𝑄𝑙 )𝐴𝑖𝑗𝑘𝑙

]

, (12)

as described in Ref. [33]. (ii) Similar to Ref. [34], the largest 𝑊𝑟 entry of the tensors are factored out at the beginning of each
iteration step 𝑟, so that the SVD is carried out on 𝐴

(𝑟)
= 𝐴(𝑟)∕𝑊𝑟 to help avoid numerical overflow. Then on an 𝑁 = 23+𝑅-site square

attice with uniform interactions the partition function (and similarly the moment generating functions) can be calculated as

𝑍 =
𝑅
∏

𝑟=0
𝑊 𝑁∕2𝑟+1

𝑟
∑

{𝜎}
𝐴𝑟
𝑖𝑗𝑘𝑙𝐴

𝑟
𝑚𝑙𝑜𝑗𝐴

𝑟
𝑜𝑞𝑚𝑝𝐴

𝑟
𝑘𝑞𝑖𝑝, (13)

and thus each normalization factor contributes to the per site free energy (and similarly the cumulant generating functions) according
to

𝑓 = − 𝑇
𝑁

ln𝑍 = −𝑇
𝑅
∑

𝑟=0

1
2𝑟+1

ln𝑊𝑟 −
𝑇
𝑁

ln
∑

{𝜎}
𝐴𝑟
𝑖𝑗𝑘𝑙𝐴

𝑟
𝑚𝑙𝑜𝑗𝐴

𝑟
𝑜𝑞𝑚𝑝𝐴

𝑟
𝑘𝑞𝑖𝑝. (14)

. Results

Turning now to the bunched elementary coordination game defined by the Hamiltonian Eq. (1) and the parametrization Eq. (7),
he quantities of interest are the per site averages of the free energy 𝑓 ; the energy ⟨𝐻⟩∕𝑁 ; their difference divided by the
emperature, the entropy 𝑠; the energy’s second cumulant divided by 𝑇 2, the specific heat 𝑐 = ⟨(𝛥𝐻)2⟩∕(𝑁2𝑇 2); the difference
etween the frequencies of the two coordinated strategies, the Ising-type magnetization 𝑚; its second cumulant divided by the
emperature, the magnetic susceptibility 𝜒m = ⟨(𝛥𝑚)2⟩∕𝑇 ; its fourth moment divided by the square of its second moment, the
agnetization’s Binder parameter 𝐵m = ⟨𝑚4

⟩∕⟨𝑚2
⟩

2; the frequency of the neutral strategy/empty sites 𝜌n; its susceptibility 𝜒n; and
ts Binder parameter 𝐵n. The following results for these quantities obtained using the TRG method described above demonstrate
oth the correspondence between the elementary coordination game and the Blume–Capel model and the adequacy of the TRG
ethod for such investigations. In order to get a fuller picture, the elementary coordination game was examined for a wide range

f parameters, including sets with fixed 𝑛 and varying ℎ′′, varying 𝑛 and fixed ℎ′′, and varying 𝑛 and varying ℎ′′ chosen in such a
ay that the (expected) location of the phase transition remains unchanged. The examples shown in Fig. 3 are representative of the

ypical observed behaviors.
When the line defined by the model parameters 𝑛 and ℎ′′ crosses the solid curve in Fig. 1, the temperature dependence of the

roperties of the system is qualitatively similar to that seen in Figs. 3a and 3b: The free energy, the energy, and the frequency of
eutral sites monotonously increase, while the entropy monotonously decreases as the temperature of the system becomes higher.
he specific heat and the susceptibility (and thus the fluctuations) of the frequency of the neutral sites both have a sharp peak
haracterized by vanishing critical exponents from both sides at a critical temperature 𝑇c. The Binder parameter of the magnetization
rops from 2∕3 to 0 at the same critical temperature. The magnetization goes from 1 to 0 continuously and monotonously following
power law with critical exponent 𝛽 = 1∕8 as the temperature goes from 0 to 𝑇c, and remains 0 above 𝑇c. The susceptibility of the
agnetization also follows a power law as temperature approaches the critical point from above, and after a sudden drop seems to

elatively slowly increase to a plateau as the temperature decreases. These results indicate that the system undergoes a continuous
rder–disorder phase transition belonging to the Ising universality class in the thermodynamic limit. The non-power-law behavior
f the magnetic susceptibility below the critical temperature might, at first blush, seem to contradict this conclusion, but it just
eflects the fact that the TRG method takes proper account of the model’s symmetry. On a finite lattice, configurations that can
e transformed into each other by flipping the two coordinated strategies contribute equally to the partition function. As a result,
he magnetization vanishes and its variance becomes high even at low temperatures when ordered configurations have the largest
oltzmann weights, and this degeneracy is only lifted by spontaneous symmetry breaking in the thermodynamic limit. Indeed, the
inite magnetization and the peak in its susceptibility indicative of the expected phase transition were achieved using one-sided
inite differences to numerically evaluate the numerical derivatives of the corresponding cumulant generating function, which in
ffect explicitly breaks the symmetry of the coordinated strategies.

When 𝑛 is higher and/or ℎ′′ is lower, the corresponding elementary coordination game defines a cross section of the Blume–Capel
odel that crosses the dashed line in Fig. 1 as the temperature is varied. In these cases, the quantities mentioned above exhibit

udden jumps and seem to become discontinuous at the critical temperature indicated by the intersection of the cross section and
he dashed transition line (for an example, see Fig. 3c) signaling first-order phase transitions as expected.

The boundary between the continuous and first-order transition regimes, just like the continuous transitions themselves, does not
ppear as entirely sharp due to the approximative nature of the TRG method, making precisely identifying the tricritical point and
5
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i
a
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w
m

Fig. 3. Typical temperature-dependent behaviors in the Bume–Capel model/elementary coordination game as shown by the magnetization 𝑚 (circles), its
susceptibility 𝜒m (upward pointing triangles), its Binder parameter 𝐵m (pentagons), the frequency of empty/neutral sites 𝜌n (downward pointing triangles) and
ts susceptibility 𝜒n (diamonds), and the specific heat 𝑐 (stars), variously rescaled for better visibility as indicated by the axis labels. In (a) and (b) 𝑛 = 6, ℎ′′ = 0,
nd the system undergoes a continuous order–disorder phase transition. (c) shows a first-order phase transition when 𝑛 = 50, ℎ′′ = 0. No phase transition occurs
n (d) for 𝑛 = 6, ℎ′′ = −0.55. The black lines in (b) represent Ising-type critical power law behavior with the indicated critical exponents. The one spanning the
hole horizontal axis shows Onsager’s exact results for the magnetization of the square-lattice Ising model [35]. Quantities with lower + and — indices were
easured above and below the critical temperature estimated by the maximum location of the specific heat.

Fig. 4. The magnetization and its susceptibility near the tricritical point for 𝑛 = 21, 22,… , 35: from right to left in (a); from bottom to top (top to bottom)
in (b) for the magnetization (the susceptibility). Increasing 𝑛 clearly drives the transition away from Ising-type critical behavior towards jump-like first-order
transitions.

classifying nearby phase transitions difficult. As 𝑛 is increased towards the tricritical point (𝑛 ≈ 27.37, ℎ′′=0; cf. [5,21]) the log–log
plot of the magnetization (Fig. 4), for example, slowly shifts from being consistent with Ising-type behavior to being indicative of
a jump-like transition.

When ℎ′′ < −1∕2, forming coordinated strategy pairs no longer provides a net positive payoff, the Nash equilibrium of the
multiplayer elementary coordination game (the ground state of the Blume–Capel model) becomes infinitely degenerate in the
thermodynamic limit, and the system exhibits no temperature-induced order–disorder phase transition (see Fig. 3d).
6
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Fig. 5. (a) Three-parameter (for cross sections with 𝑛 = 6, ℎ′′ = −0.25,−0.26,… ,−0.49) and (b) projected two-parameter (𝑛 = 6, ℎ′′ = −0.35) heat maps of the
RG magnetization of the Blume–Capel/elementary coordination game model in the presence of an external magnetic field ℎ. The black phase boundary lines
nd dots at ℎ = 0 are the same as in Fig. 1. The other solid black cure starting from the tricritical point is a rough approximation of the continuous-transition
pper boundary of the first-order-transition wing based on TRG results. The yellow (middle gray) surface and line map the ℎ = 0 phase boundary according to
q. (16), which apparently provides a good estimate for the first-order phase boundary for finite ℎ.

The results reported in this section are in excellent qualitative agreement with the literature of the Blume–Capel model [5]
nd also provide rather accurate approximations for quantitative details like the location (Fig. 1) and critical exponents (Figs. 3b
nd 6) of the phase transitions of the model. Not only do these successes prove that the elementary coordination game [Eq. (3)]
nd its bunched version [Eq. (15)] are indeed equivalent to the Blume–Capel model, they also show that even the simplest, least
esource-intensive TRG method is capable of reliably exploring the most important features of the phase diagram of the model. The
emainder of this section extends this analysis to the less well-known case of an additional external magnetic field acting on the
lume–Capel model that explicitly breaks the symmetry of its Ising states.

The bunched payoff matrix of the general elementary coordination game subject to a self-dependent component that explicitly
reaks the symmetry of its coordinated strategies is

�̃�(co+h′′+ℎ) =

⎛

⎜

⎜

⎜

⎝

1 − 𝛥
𝑧 + ℎ −1 − 𝛥

𝑧 + ℎ − 𝛥
𝑧 + ℎ

−1 − 𝛥
𝑧 − ℎ 1 − 𝛥

𝑧 − ℎ − 𝛥
𝑧 − ℎ

0 0 0

⎞

⎟

⎟

⎟

⎠

. (15)

Mean-field approximation gives the following general account of the system’s behavior [1–4,20]: The external magnetic field
mooths out the temperature-driven continuous phase transitions of the zero-field Blume–Capel model. A first order transition is
ust shifted to higher critical temperatures by magnetic fields weaker than a critical value ℎc(𝑛, ℎ′′); when |ℎ| = ℎc(𝑛, ℎ′′), it become
ontinuous; while for stronger magnetic fields the phase transition vanishes. Thus, the three-dimensional phase diagram of the model
onsists of the zero-field phase diagram and two symmetric slanted ‘‘wings’’ attached to it at the line of its temperature-driven first-
rder transitions, as schematically shown in Refs. [11] and [12] and approximately shown in Fig. 5a based on the present TRG
esults. Further first-order transitions can be observed as the model parameters (𝑛, ℎ′′, ℎ, 𝑇 ) cross either the ℎ = 0 plane or the

two wings below their continuous transition phase boundary lines, between two oppositely ordered phases and an ordered and a
disordered phase, respectively.

Applying the TRG method to the non-zero-field model lends further support to the claims of mean-field theory. The temperature-
dependent behavior of the magnetization (see Fig. 5), its susceptibility, the specific heat, and the frequency and susceptibility of the
neutral strategy all indicate no sharp transition above and very sharp, jump-like transitions below a symmetric pair of curved lines
starting from the tricritical point. It appears that the location of these first-order transition wings is well approximated by a linear
shifting of the crystal field parameter: The surface traced by mapping the points of the zero-field first-order boundary according to

(𝛥, 0, 𝑇 ) → (𝛥 + 𝑧 |ℎ| , ℎ,
𝛥 + 𝑧 |ℎ|

𝛥
𝑇 ) (16)

is close to the transition points predicted by the TRG method, especially away from the upper boundary of the wing, as shown by
Fig. 5.

Despite their vanishing under the influence of the external magnetic field, the continuous phase transitions still inform the
behavior of the Blume–Capel model in their vicinity. Results obtained with the TRG method (see Fig. 6) provide further evidence
that the continuous zero-field transitions belong to the Ising universality class, as they show that at fixed critical temperatures the
field-dependent magnetization follows a power law characterized by a critical exponent 𝛿 ≈ 15.
7
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Fig. 6. Magnetic field-dependence of the magnetization at the TRG-estimated (zero-field) critical temperature and crystal field for 𝑛 = 6, ℎ′′ = 0.42, 𝑇𝑐 = 1.57
(stars); 𝑛 = 4, ℎ′′ = 0, 𝑇𝑐 = 1.405 (diamonds); 𝑛 = 5, ℎ′′ = 0.051, 𝑇𝑐 = 1.30 (downward pointing triangles); 𝑛 = 6, ℎ′′ = 0, 𝑇𝑐 = 1.118 (boxes); 𝑛 = 8, ℎ′′ = 0, 𝑇𝑐 = 0.96925
circles); 𝑛 = 15, ℎ′′ = 0, 𝑇𝑐 = 0.745 (pentagons); 𝑛 = 20, ℎ′′ = 0, 𝑇𝑐 = 0.6728 (upward pointing triangles). The straight black line illustrates Ising-type power law
ehavior with critical exponent 𝛿 = 15.

. Summary

In this paper, I used the tensor renormalization group technique introduced by Michael Levin and Cody P. Nave to analyze
he square-lattice Blume–Capel model in a parametrization that bears special relevance to game theory. Combinations of the
eneral 𝑛-strategy elementary coordination game and a self-dependent game that maintains the symmetry of its coordinated
trategies define straight-line cross-sections of the phase diagram of zero-field Blume–Capel model via a consistent bunching of the
𝑛 − 2) non-coordinated neutral strategies. The results confirm the correspondence between the two models, indicate the presence
f continuous and first-order order–disorder phase transitions at the expected locations, and provide further evidence that the
ontinuous transitions belong to the Ising universality class. The TRG method proved similarly successful in describing the less
ell-documented case of the non-zero-field Blume–Capel model, reproducing its main qualitative features predicted by mean-field
pproximation while providing quantitative details consistent with Monte Carlo simulation result from the literature of the zero-field
odel.
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